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1. Introduction. On a common probability space (2, F,P) consider a linear 2-nd
order autoregressive sequence of random variables (r.v.’s) (&, k > 1), which obeys
the system of stochastic recurrence equations

§&1=0, &=0, & =a&—1+b5—2+ 0k, k>1, (1)

where a and b are some real constants, (0) is a sequence of independent copies of
a r.v. 0. Note that linear regression models of different types have been studied
for a long time. A multitude of publications contain various problems for regres-
sion sequences of r.v.’s and their extensions. See, for instance [1, 2], and numerous
references therein.

For elements of the sequence (1) set

Sn = Zn:&m n Z 17
k=1

and for any ¢ > 0 consider the following series

inﬁp{ Lﬁ’;p' >}, (2)

n=1

where 0 < p < 2 and r > p. In this paper we are interested in conditions for the
convergence of this series. Hereinafter we will refer to the series (2) as to Baum-Katz
series, although some other no less prominent authors were involved in introducing
it.

Historically, for the sequence (X,, n > 1) of independent copies of a r.v. X,
and S, = >0 Xj, n > 1, the reduced version (the case r = 2p = 2) of the
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series (2) initially arose in the paper by Hsu and Robbins along with the notion of
complete convergence, see [3]. In their paper, authors proved that if EX? < co, then

> ]P’{ ’Sn/n —-EX| > 5} < 00, while the converse was provided by Erdés, see [4].

Note that in view of the Borel-Cantelli Lemma complete convergence implies almost
sure convergence, and so is tightly connected with the Strong Law of Large Numbers.

Further, Spitzer, see [5], showed that >, n_lP{)Sn/n — EX‘ > 5} < oo if and

only if E|X| < co. Note that series (2) covers the Spitzer’s case with r = p = 1.
Finally, for the sequence of independent copies of a r.v. X, Baum and Katz, see [6],
introduced the series (2) and proved that it is convergent if and only if E|X|" < oo,
with EX = 0, when r > 1. Since then these classical results have been generalized
in several directions, including Banach space setting (see, e.g., [7]). We refer to [§]
where more detailed history on the topic is provided. Among all extensions we
distinguish results concerning complete convergence and convergence of Baum-Katz
series for weighted sums of independent r.v.’s, also known as rowwise independent
random arrays, (see, e.g., [1,8-10,12,13] and references therein).

As to dependent patterns, in the paper [14] necessary and sufficient conditions
for the convergence of the series (2) were obtained for the case of first-order autore-
gressive sequence of r.v.’s, i.e. with b =10 in (1).

Specifically, in this paper we concentrate on sufficient conditions of the series (2)
for sums of elements of model (1), and under some simple assumptions imposed on
a and b we expect to obtain similar to independent case Baum-Katz result. In our
investigation we intend to reduce the case to the idea provided in [14], which in its
turn was partially borrowed from [10].

2. Preliminaries. Consider the nonrandom recurrence sequence (u,,n > 1):

u_1 =0, w=1, u, =au, 1+ bun—Qa n =1, (3)

Evaluating (1) one has
&1 = 01 = uobh,

Eo = aby + 0y = u10y + upbs,
£ = (a2 + 0)01 + aby + 035 = usby + ui6s + upbs,

cey

i.e. .
Sk = Zuk—leh k>1.
-1

Now, forn > 1 and 1 < k < n set

n—k
u(n — k) = Z U
m=0
Thus,
n n k n n— n
k=1 k=1 =1 k=1 m=0 k=1

3. Main result. Let us immediately proceed to the main result of this paper.

Pozain 1: Maremarnka i cTaTuCTAKA
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Theorem 1. Let in (1)

—1<b<1—]al, (4)
and 0 < p <2, r>p. IfE|0|" < oo, where E) = 0 whenever r > 1, then for any

e >0,
00 . Sn
E np_QIP’{| N | >5}<oo.
n/P

n=1

4. Proof. In [14] the analogue of Theorem 1 for linear 1-st order autoregressive
sequence of r.v.’s was proved in all details. We may adopt the proof of sufficiency
to our case if we show that the values u(n — k), n > 1, 1 < k < n, are bounded in a
similar way (compared with a(n,k)’s in [14]).

Introduce two real-valued matrices

=0} e=(io)

Note, that C' is a Frobenius matrix. Let A\; and )y be its eigenvalues, i.e. roots
of the characteristic equation A> — a\ — b = 0. Denote by v; and v, multiplicities of
A1 and Ay respectively. Set

p=max{|M.Aof} and  p = max {v: [Me] = p}.
Obviously, in our case either ;1 =1 or p = 2. Moreover, assumption (4) implies

that both roots A\; and A, lie within the unit circle, that is p < 1.
Observe that

~fa 0\  [u O or,  (a*+b 0\  [uy O
ca= (1 0)= (o) = (000 = ()

Further,
3
3.,  f(a’+2ab 0\ [ug O
CM_(a2+b 0/ \uy 0)°

and so on. Using the method of mathematical induction it is easy to show that for

any s > 1,
C*M = (UZL: 8) .
Let for a square matrix A = (a;;);,;_; with real entries || - || denote the matrix
norm of the following form: [|A|| = (ZiFl aij) 1/2. According to result by Koval’,

see [15] (see also Lemma 7.7.3 [1]), if C' is a Frobenius matrix, there exist some
constants co > ¢; > 0, such that for any s > 1,

Cl . ps . SM_]' S ||C‘9MH S CQ . ps . SIU'_]-’

where ¢; and ¢y, do not depend on s.
Now since

0 1 2 n—k _ u(n — k) 0
(C°+C +C*+...+C )M_(u(n—k:—l) 0),
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then according to Koval’s result,

[u(n = k)| <3/Culn = K2+ (uln — k= 1) = | "Z_kclMH < Z |etm <
=0 =0

n—k
S Co Z ,Ol ' 1“717 (5)
=0

where ¢, is some positive constant.
Now distinguish between two cases:
1) A; # Ay (if b #£ —a?/4). In this case u = 1 and according to (5),

”_kl l_pnfk+1
|u(n—k)|<02;p:cz T, 1<k<n, n>1.

2) A1 = Ay (if b= —a?/4). In this case u = 2 and according to (5),

n—k 00
|u(n_k>|SCQleZSCQlel:CQ p 1<k<n, n>1.
=1 =1

(1—p)*
Combining both cases,

Co Cop
1—p'(1-p)?

Now, briefly adopt the proof of the sufficiency of Theorem 1 in [14] to our case.
As in [14] we first restrict our proof to the case of symmetrically distributed r.v. 6.
Let us fix any € > 0 and apply an iteration of the Hoffmann-Jorgensen inequality
(see [10] or [14]) with s =t = n/Pe. Thus, for j > 1 there exist some constants C}
and D, such that

\u(n—k)|§L:const:max{ }, 1<k<n, n>1.

P{[S,| > n'/re 31} <
< g]}”{‘u(n - k:)Hk‘ > nl/ps} + D; (P{]Sn| > nl/p€}>2j. (6)

The first terms in (6) can be estimated as follows

i]?{’u(n— k:)@k‘ > nl/pe} = ZP{IGIJ > %} <

< ZP{]@H > nl/psL_l} = nIP’{|9| > Tll/p€2},
k=1

where €5 = e L', Further, we refer to the corresponding estimations in [14].
Now consider the second term in (6). According to Markov inequality for r > p,

one has
E|S,|"
<

B{IS.| > n'lre} < (nlpe)

Pozain 1: MaremaTnka i cTaTuCTAKA
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Next deal with E|S,|" distinguishing between the following cases.
1) Let 0 < r < 1. Applying the c,-inequality (see, for example, [16]) with ¢, = 1
to E|S,|", one obtains

E[S,|" <ZE) u(n — k ek] Z\un— )|'El6.]" < EJ6]"Ln.

2) Let r > 1. In this case to E|S,|” we consequently apply the Marcinkiewicz-
Zygmund inequality (see, for example, [16]) and the following well-known inequality:
for positive a;, 1 <i <mn, n € Nand r > 0 it is true that

n

(al + CL2 +..+a )r/2 Ov(r/2—1) Za:
i=1

Thus,

3

B, < bE( Y (u(n—k)6) )" < b0 IES Jutn — ko] -
k=1

k=1

= o™ IR  u(n — k)| < 0, CPTVE[G) L = bn YO PE[GL.

k=1

Here b, is some positive constant from the Marcinkiewicz-Zygmund inequality.
Combining the above two cases, we arrive at the following bounds

E|S,|" < C(r)E|§"ntV/2),

with C(r) = L" or b.L" depending on whether 0 <r <1 orr > 1.
Now to finish the proof one needs to literary follow the steps of it in [14].

Example 1. If 0 is a normally distributed r.v. with B0 = 0, the model (1)
represents the so-called Gaussian 2-Markov sequence of r.v.’s. with constant coef-
ficients. In this case the series (2) converges provided that 0 < p < 2, r > p and
—1<b<1—lal

5. Conclusions. In the paper for sequences of sums whose terms are elements
of 2-nd order linear autoregressive sequences, sufficient conditions for the conver-
gence of Baum-Katz series are considered. Under some anticipated assumptions
imposed on the coefficients of autoregressive sequence, obtained sufficient condi-
tions are expressed as moment assumption of the generating r.v. The latter, in its
turn, agrees with the classical Baum—Katz independent case.

We intently focused our attention on 2-nd order autoregressive sequences, evading
general m-th order case, since for m = 2 assumptions imposed on the coefficients
of the sequence are described in the most simple form. But, in prospect, by means
of the same technique set problem may be generalized to m-th order autoregressive
sequences for any m > 2. Moreover, we expect to prove also necessary conditions
for convergence of Baum—Katz series for such sequences.
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Inbeako M. K., Iloaimmyk A. FO. Ilpo 36ixkuicTs pagiB bayma-Kana mis cym
eJIEMEHTIB JIHIIHOT aBTOperpeciitiol moc/iJoBHOCTI BUNAKOBUX BEJIMYUH 2-TO TO-

pAAKY.

Y crarTi po3riIsaaaeThCs MOBHA 30iKHICTE Ta TicHO MoB’s13aHi 3 Hero psaau Crosa-Pobbimnca-
Epmuma-Bayma-Karma mis cym eseMeHTiB JiHIHHOI aBTOperpeciitiHol mOCIi0BHOCTI BATIAI-
KOBUX BEJIMYUH 2-T'0 TOPSIIKY Ta BCTAHOB/IIOIOTHCA JTOCTATHI YMOBH 30iKHOCTI BKa3aHUX
psiB.

Kurrogosi csoBa: miniitai aBToperpeciiini Mozaeni 2-ro mopsiiKy, 3BaKeHi CyMu, moBHA 30i-
xkuictb, paau Cioa-Pobbinca-Epaunra, paau Croirnepa, psan Bayma-Kana.
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