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DEVELOPMENT OF MULTI-TIMEFRAME MACHINE
LEARNING-BASED DECISION SUPPORT SYSTEMS FOR
ALGORITHMIC FOREX TRADING

The effectiveness of decision support systems (DSS) in the foreign exchange market
(FOREX) critically depends on the selected timeframe and machine learning objective
function (ML-objective). The need to determine the optimal combination of these factors
determines the relevance of this study. The aim of the work is to develop and conduct a
comparative analysis of the performance of three DSS architectures (Systems A, B and C)
to establish the optimal mathematical formulation of the market forecasting problem.

Three architectures were implemented: System A is based on regression forecasting;
System B uses classification based on features of a single timeframe (15M); System C uses
classification using multi-timeframe features. The models were trained on historical data,
and their effectiveness was verified by backtesting on an independent (OOS) data set.

The impact of multi-timeframe features and ML-objective on DSS performance for the
XAU/USD asset was studied. According to the results of the comparative analysis, System
C demonstrated exceptional results, surpassing other architectures: the total return was
3283.69%, and the maximum drawdown was only 2.07%. Prospects for further research
include: developing an integrated risk management methodology based on ML models;
implementing early position closing mechanisms (in particular, Trailing SL); and improving
the DSS to compensate for model degradation.

Keywords: algorithmic trading, FOREX, Machine Learning, Forecasting, Classification,
LSTM.

1. Introduction. Global Financial Markets serve as the primary engine for capital
allocation. The challenges associated with these markets involve high-dimensional
time-series, positioning them among the most challenging tasks in modern compu-
tational science. The Foreign Exchange (FOREX) market, being the largest and
most liquid of all global markets, is fundamental to the stability and operation of
the global system.

While traditional methodologies, such as technical analysis (TA) and funda-
mental analysis (FA), remain industry standards — they often result in subjective
and heuristic frameworks rather than deterministic decision-making systems [1].
ML-models that are built on basis of TA and FA, allowing them to retain their
explanatory power, while mitigating inherent human limitations. Unlike humans,
autonomous ML systems do not require rest, are devoid of subjectivity and emo-
tional bias, and can be trained on substantial amount of data. Furthermore, they
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can be rigorously backtested and iteratively optimized, which is significant advan-
tage over discretionary systems. As a result, algo-trading based on ML models has
gained widespread adoption.

The object of the study is non-stationary financial time-series data of foreign
Exchange Market (FOREX), specifically represented by OHLC. The subject of the
study is the influence of ML objective function on the practical efficiency and utility
of automated trading decision support systems.

A significant body of research has explored quantitative models and methods in
financial markets. Nevertheless, these studies often focus predominantly on forecast-
ing and neglect the classification approach. Even in instances where classification
models are proposed, their comparison with regression-based forecasting models is
often overlooked. When developing these models, researchers typically prioritize
minimizing continuous error metrics such as Root Mean Squared Error (RMSE).
Moreover, these works often fail to pay sufficient attention to multi-timeframe anal-
ysis. Even though, multiple studies demonstrate that models with lower RMSE do
not always yield commensurately higher trading returns or better risk management
[2-4]. Moreover this objective is fundamentally misaligned with main practical goal
of trading. Our work is focused on investigating the underlying correlation between
ML objective function and model performance. Additionally, we explore the impact
of multi-timeframe features on efficiency. By analyzing the effectiveness of these
three distinct systems, we aim to provide a more nuanced understanding of their
predictive capabilities. This paper will delve into the comparison of three distinct
decision support systems: System A, which utilizes a forecasting model as signal
generator; System B, which employs classification model with single time-frame fea-
tures, System C, which employs classification model with multi-timeframe features.

The purpose of this work is to develop and comparatively analyze the perfor-
mance of three distinct algorithmic trading decision-support systems (A, B, and C)
to determine the optimal mathematical framing of the market prediction problem.

To achieve the purpose of the work, the following problems shall be solved:

— create, and preprocess the datasets;

— design, implement and train machine learning models;

— develop and integrate decision-support system prototypes;

— conduct comprehensive backtesting, performance evaluation, and comparative
analysis.

2. Problem Statement. Let the multi-variate time series of market data be

represented as X = {xy,xs,..., 27}, where z; € R" (n features).
A single trade can be modeled as a decision function f that processes the m most
recent observations and outputs a discrete action: a;, = f (xti_m, Tty prr - ,xti_l).

Where the set of possible discrete actions is A = {—1,0, 1}, a;, € A. Specifically:
—1 — corresponds to a signal to open short position, 0 — signals a null action (do
nothing), and 1 — signals the opening of a long position.

The outcome of a single trade depends on action a;, (entry at t¢;, exit at ¢; +
+ k;) and the subsequent market data: x,,2y,,,,...,%,,. The outcome function
g maps action and future data to the resulting trade value (profit/loss): r, =
= g (at;, Tt;, Tt; 41, - - -, Te, 4k, ), Where 1y, is the return for the trade initiated at time
ti,and g : A x (R")" — R.
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Total performance metric is defined as function h, aggregating the results of all
trades taken over the observation window: P = h (ry, 74, ..., Tty )-

Where P represents the overall profitability or a risk-adjusted return metric.
Therefore the goal is to maximize the performance metric P by optimizing the
decision function f:

T;Lea}f P - h ((9 (f (xti—ma xti—m-i-la s 7xti—1> 7xt¢7 Iti—i—la ... axti—l—ki))lj‘\]:l) )

where FF C {f : (R")"™ — A}.

Consequently the research objective is to construct the optimal model and deci-
sion making system that maximizes the defined performance metric.

3. Review of the literature. Studies [5, 6] have investigated the application
of GRU, RNN, LSTM to financial time-series forecasting. However, this body of
work focused strictly on improving predictive accuracy, and did not prioritize the
real-world trading metrics.

Subsequent research has compared ARIMA and LSTM (7], examined different
architectures, including Random Forest and LSTM (8], and evaluated novel struc-
tures like single versus dual LSTM [9]. Critically, all of these studies [7-9] primarily
assess performance solely in terms of minimizing predictive error, a methodology
which is demonstrably insufficient.

As evidenced by numerous investigations [2-4|, the RMSE is and inherently
deficient metric for evaluating trading models. Because it fails to accurately reflect
practical trading objectives |2, 4], overlooks profitability and directionality [2, 4],
and is highly susceptible to market noise [3].

While minority of studies [10, 11] have explored use of classification framework
instead of forecasting. It lacks direct comparative analysis between the regression
and classification methodologies.

This necessitates exploring correlation between ML objective function and model
performance in algorithmic trading. Our study will compare: System A would use
forecasting model as signal generator, System B would use classification model with
single time-frame features, System C would use classification model with multi-
timeframe forecasting features.

4. Materials and Methods. LSTM model. Long Short-Term Memory
(LSTM) networks [9] are a type of neural network that is capable of learning from
long sequences of data. LSTMs have memory that helps them remember important
information from past data. This allows them to build connections on how past
events impact future.

LSTM has forget gates, input gates, and output gates. These gates control how
information flows inside the LSTM’s memory. LSTM can decide which information
to keep, which to forget, and how to combine it with new data to make better
predictions.

Normalization is used to bring data to a common scale. In this study, the min-
max technique (1) was employed:

/ T — Tmin
r=—7-:. 1
Tmax — Lmin ( )
All development were done using Python [12]. Python is high-level programming
language that is industry standard for Machine Learning. It became industry stan-
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dard because it’s easy to read with simple syntax and rich ecosystem of libraries that
utilizing C++ for performance. Pandas library was used for data storing, manip-
ulation, cleaning. For ML-models were used TensorFlow / Keras [13]. Matplotpib
was used for visualisation.

5. Experiments.

1. Datasets.

The primary financial asset investigated was XAU/USD.

We trained regression LSTM model for System A on Dataset A, which consists
of 124 176 rows. It was gathered from the finance.yahoo.com website.

Dataset A was collected on 15 minutes time-frame. And includes data for time
period from 01 January 2020 to 31 December 2024. Dataset has 8 columns. First
column labeled as Date Time serving as an index. The following four columns
labeled as Open, High, Low, Close were used as input features.

We trained classification LSTM models (System B and System C) on dataset of
trades. Let’s call it Dataset B. Dataset B were data-mined from Dataset A.

Dataset B consists of 124 176 rows. And following columns: Entry time — time
when trade was entered, also serving as an index; entry price; open; high; low;
close; exit time — time when trade was closed; direction — direction of trade(either
1(Long) or -1 (Short)); exit price — price when trade was closed; win — binary
outcome; profit — return magnitude. All columns except typed as “datetime”, win
and profit — are features. Win — is target variable.

Data were normalized to a range of [0, 1] using the Min-Max normalization
technique as shown in (1).

All datasets were divided into In Sample (IS) — used for training and tuning
of model and Out of Sample (OOS) — used for evaluation of model (backtesting).
IS includes data for time period from 01 January 2020 to 31 December 2023. OOS
includes data for time period from 01 January 2024 to 31 December 2024. IS were
divided into training set (first 70% rows) and test set (last 30% rows).

2. Scheme of experiment.

Gathering Dataset A. Dataset A was acquired by utilizing “yfinance” Python
library.

Creating Dataset B. Dataset B was generated through a data-mining process
applied to the raw price data of Dataset A. For each data point, a hypothetical trade
was initiated with predefined SL equal 2 x ATR and TP equal 6 x ATR. Initial
direction was selected randomly. The outcome of each trade—recorded as either
a win or loss—was then documented, and the process advanced to the subsequent
data point.

System A. Dataset A was utilized to train a forecasting model based on LSTM
architecture as referenced in [1]. The model implementation was conducted using
TensorFlow library.

Decision Support System A was subsequently developed to utilize Model A as
signal source. On the first tick of each bar Model A generates a prediction for high
low and close of this bar based of prior bars. Based on this forecasted price data
system executes one of three discrete actions: “Enter Long”, “Enter Short” or “Does
nothing”.

System B. As a preparatory step, Dataset B was enriched with and array of
trend, momentum, and volatility indicators derived from the 15-minute OHLC data.
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Subsequently, an LSTM classification model (Model B) was trainedon this aug-
mented dataset. Early Stopping was employed to mitigate risk of overfitting.

Decision Support System B uses model B as its signal source. At the beginning
of each bar all features are passed to the Model B. To determine the directional
action, Model B performs two separate classifications (one for Long and one for
Short), yielding a probability of success (P) for each direction.

The activation rule is governed by a confidence threshold (©). If the probability
of a win exceeds the threshold for only one direction, a trade is initiated in that
direction. If the probability of a win exceeds the threshold for both directions, the
trade is opened in the direction with the higher probability. If the probability of a
win falls short of the threshold for both directions, the system executes a null action
(does nothing).

The theoretical minimum threshold, derived via Expected Value optimization
given our risk-to-reward ratio of 1:3, is 0.25. However, to ensure robust perfor-
mance accounting for transaction costs, model uncertainty, and risk-adjusted re-
turns, a conservative threshold of 0.5 was selected. This choice optimally balances
the trade-off between expected return and variance: a lower threshold would signifi-
cantly increase position variance and exposure to unnecessary risk, whereas a higher
threshold would unacceptably diminish the opportunity set. The Stop Loss (SL)
and Take Profit (TP) levels are set identically to the parameters utilized during the
generation of Dataset B.

System C. System C represents an architectural extension of System B, devel-
oped with an identical modeling approach but with a significantly expanded feature
set. System C incorporates features calculated based on the current 15-minute
timeframe in conjunction with technical indicators derived from higher timeframes
(1-Hour and 4-Hour).

Implementing Backtesting framework. The specific computational require-
ments of this comparative analysis necessitated the development of a proprietary
backtesting framework. Existing backtesting solutions were insufficient due to per-
formance limitations and an inability to incorporate the non-standard architectures
of Systems B and C.

Upon completion of all prerequisite, backtesting was executed on OOS data.
All system simulations were initialized with initial balance of $100,000 and fixed
Risk-Per-Trade of 0.5%.

6. RESULTS. Table 1 presents the results obtained for the Systems A,B and
C on OOS.

Table 1.
DSS backtesting results
System A System B System C
Final Balance $109,083.41 $207,275.17 $3,383,686.07
Total Return 9.08% 107.28% 3283.69%
Win Rate 45.98% 38.66% 67.08%
Profit Factor 1.18 1.03 4.87
Max Drawdown 5.76% 66.91% 2.07%

In Figures 1-3 compared results of each of Systems A, B and C.
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Figure 1. Equity curve, drawdown, trade returns and cumulative returns of System

A.

The Equity Curve for System A demonstrates the capacity for sustained capital
appreciation, a finding strongly supported by the Cumulative Returns chart. How-
ever the system’s inherent risk profile is linked to significant, periodic drawdowns as
evidenced by the Drawdown chart Furthermore.
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Figure 2. Equity curve, drawdown, trade returns and cumulative returns of System
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The Equity Curve and Cumulative Profit metrics for System B exhibit charac-
teristics analogous to those observed in System A. However, System B demonstrates
a superior capacity for capital growth, achieving higher returns. This enhanced
profitability is, accompanied by a higher degree of aggressiveness and increased fre-
quency of periodic drawdowns, followed by rapid recovery cycles.
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Figure 3. Equity curve, drawdown, trade returns and cumulative returns of System

C.

The Equity Curve and Cumulative Profit plots for System C unequivocally
demonstrate steady, exponential capital growth. The system achieves profitability
levels that exceed, the aggression demonstrated by System B. Crucially, however,
the Drawdown chart confirms that the maximal drawdown was constrained to ap-
proximately 2%, with all drawdowns characterized by rapid recovery cycles. Overall,
System C successfully couples high-magnitude profit generation (similar to System
B) with superior risk containment (manifested in faster recovery and a significantly
smaller maximal drawdown), validating its optimization as the most efficient archi-
tecture.

7. DISCUSSIONS. Although System A, operating under conventional re-
gression paradigm, achieved a competitive MAE equal to 0.0337. The comparative
analysis demonstrated the superior efficacy of the classification-based approaches.
Specifically, Systems B and C exhibited metrics that are demonstrably more aligned
with real-world objective of trading (Table 1). While System A is capable of gener-
ating profit, its equity curve (Figure 1) is overly volatile, yielding relatively modest
returns. System B (Figure 2), which utilizes the classification ML model, generates
substantially higher returns, though this is accompanied by elevated drawdowns. Ul-
timately, System C, which integrates multi-timeframe features into the classification,
is confirmed to deliver highly stable results characterized by minimal drawdowns
(Figure 3).

8. CONCLUSIONS. The problem of development and comparative analysis
of the performance of three distinct algorithmic trading DSS (A, B, C) to determine
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the optimal mathematical framing of the market prediction has been solved.
The scientific novelty of the obtained results is summarized as follows:

1. Systems A, B and C were applied to the algo-trading of the XAU /USD currency
pair at 15M timeframe;

2. the hyperparameters of the models and the architecture of neural networks
were adjusted in accordance with the tasks under consideration;

3. to identify the most effective ML objective function, a critical analysis of the
results was conducted, encompassing both visualisations and financial metrics;

4. according to the results of the study, the best system was System C with Total
Return — 3283.69%, Win Rate — 67.08% and Max Drawdown — 2.07%.

The practical significance of our findings lies in the development of three DSS:
System A, System B, System C. Experiments have demonstrated that framing trad-
ing as classification problem instead of forecasting problem leads to improving per-
formance metrics of resulting DSS. This software can empower traders with the
ability to make better decisions and therefore maximizing profitability. Further-
more, the models and the underlying methodology presented in this work can serve
as valuable resources for other researchers seeking to advance the field of financial
forecasting.

Future research is to develop a method for Risk and Money Management with
ML-models. Also future researches could focus on implementing DSS that would
account for early stopping, and exiting position before reaching SL/TP, or imple-
menting Trailing SL. It is also planned to enhance current decision support system
to account for model decay.
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Konspyk H. E., T'enko C. B. Po3pobka cucrem miaTpuMKn NPpUHHATTS PillleHb
Ha, OCHOBI MAaIlIMHHOTO HABYAHHS 3 MYJIbTH-TaiM@pPENMHUME JTAHUMU JJId aJrOpH-
TMIYHOI TOPTriB/I Ha pUHKY PoOpeKc.

EdekrusHicTs cucrem miprpumkn npuitastrs pimens (CITIIP) Ha puHKy iHO3eMHHX
saor (FOREX) kpuruano 3ajiexuth Big 06panoro raiimdpeiimy Ta 10801 GyHKIHT Ma-
mmaaoro Hapdanud (ML-uias). HeobxignicTs BusHaYeHHs ONTUMAJIBHOTO IIOEAHAHHS IIUX
dakTOpiB 0OYMOBIIIOE AKTYaJIbHICTDH JAHOTO JOCTiIKeHHs1. MeToo poboTn € po3pobKa Ta
3/ifICHEHHST TOPIBHSJIBHOTO aHAJI3y MpoayKTuBHOCTI Tphox apxiTekTyp CIIIIP (Cucremu
A, B ra C) jyist BCTAaHOBJIEHHSI ONTUMAJIBHOIO MATEMATHIHOIO (DOPMYJIIOBAHHS 381841 IIPO-
THO3YBaHHS PUHKY.

Byno immiementoBano Tpu apxitektypu: Cucrema A 6a3yeThesi Ha perpeciiHoMy Tpo-
raosyBanni; Cucrema B BukopucroBye Kiacudikaliiio Ha O3HaAKaX OJHOTO TaiiMdpeiimy
(156M); Cucrema C 3acrocoBye Kiaacudikalliio 3 BUKOPUCTAHHAM MYyJILTU-TaiM(bpeiiMHIX
o3Hak. HaBuanHsT MoJiesieil IpOBe/IeHO Ha ICTOPUYHUX JAHUX, & TXHsl e(PEeKTUBHICTH BEPU-
dikoBana nusixoM GekTecTy IpoBeeHoro Ha HezasexkHoMy (OOS) Habopi jmaHuX.

IIpoBemeno mociimKeHHsT BILIMBY My/IbTH-TaliMdpeiiManx o3Hak Ta ML-miai #Ha mpo-
nykrusticts CITIIP mng akrusy XAU/USD. 3a pesyiabraraMu HOPIBHSJIBHOIO aHAJI3Y,
Cucrema C mpojieMOHCTPYBaJjIa BUHSITKOBI PE3yJIbTATH, IEPEBEPIIMBINT 1HI apXiTEeKTypH:
3arasbHa TpUOYTKOBicTh cKiamta 3283,69%, a makcumamnbha mpocaaka (Max Drawdown)
— qmammre 2,07%. TlepcrneKTHBY MOJAIBININX JOCTIIZKEHb BKJIIOUAIOTh: PO3POOKY 1HTErpoBa-
HOI MeTOOJIOTIl yrpaBiinHs pusukamu Ha 6a3i ML-Mmomesneit; BpoBazKeHHsST MeXaHI3MIB
PAHHBOIO 3aKpuTTd no3ulliii (3okpema, Trailing SL); Ta Baockonanennss CIIIIP st kom-
IEeHCAIlil JIerpaJiaril MoJIesi.

Kurouosi ciosa: anrorpeiinuar, FOREX, mamubbne HaBYaHHS, IPOrHO3yBaHHS, KJIACH-
dikamis, LSTM.
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